Leveraging Metacognitive Ability to Improve Crowd Accuracy via Impossible Questions
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The aggregate of judgments across individuals can be quite accurate, especially when individuals with expert judgment can be identified. A number of procedures have been developed to identify expert judgments using historical performance or questionnaire data. Here, we measure expertise with the participant’s tendency to skip impossible questions. These questions have no correct answers and serve as a metacognitive measure of a participant’s ability to recognize when they lack knowledge. In contexts where individuals choose which questions to answer, those who are selective about when to contribute to the crowd are valuable. We find that an individual’s propensity to skip impossible questions is related to their expertise and leverage these questions to form highly accurate crowds, outperforming other methods of identifying experts that rely on historical accuracy.
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The aggregate of answers across individuals tends to be more accurate than most of the individual answers. Crowds can accurately predict the outcome of future geopolitical events via opinion pooling (Atanasov et al., 2017; Beger & Ward, 2019; Turner et al., 2014) or prediction markets (Stastny & Lehner, 2018; Wolfers & Zitzewitz, 2004). Crowds are used to generate accurate labels for images (Welinder et al., 2010), electroencephalogram (EEG) components (Pion-Tonachini et al., 2017), music (Castano et al., 2019), and medical segmentations (Heim et al., 2018). While geopolitical forecasting and labeling are common applications, crowds are effective for a surprising breadth of tasks, including solving combinatorial problems (Yi et al., 2012), predicting the outcome of sporting events (Herzog & Hertwig, 2011; Peeters, 2018), identifying authorship from handwriting (Martire et al., 2018), and visual search (Juni & Eckstein, 2017). Despite the impressive history of crowds, aggregating across a large and diverse group does not guarantee accuracy (Davis-Stober et al., 2014; Burnap et al., 2015; Grushka-Cockayne et al., 2017).

One way to maximize the accuracy of a crowd is to identify experts within the crowd who provide consistently accurate responses. Many methods have been developed to identify and weigh experts, including those that rely on absolute accuracy (Mannes et al., 2014), contribution weighted scores (Chen et al., 2016), or genetic algorithms (Hill & Ready-Campbell, 2011). If historical accuracy is difficult or costly to obtain, questionnaires such as the cognitive reflection task (Frederick, 2005) allow the experimenter to select for more deliberative reasoners, which can be used to improve crowd accuracy (Eickhoff, 2018; Mellers et al., 2015). The cognitive reflection task can be thought of as an example of a set of seed questions—questions for which the
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experimenter knows the answer—which are then used to identify the relative expertise of respondents on target questions of interest (Quigley et al., 2018). In a similar vein, instructional manipulation checks can identify which participants are attentive (Hauser & Schwarz, 2016) but may influence participant responses in detrimental ways (Hauser et al., 2018).

Another approach to improve crowd accuracy is to permit crowd members to select which questions to answer, or opt-in (Bennett et al., 2018). To the extent that crowd members have the metacognitive ability to assess their own competency for questions, the resultant crowd is highly accurate. Therefore, when crowd members are allowed to selectively contribute to different problems, their observed performance will be a combination of their domain expertise and metacognitive ability.

In many crowd contexts, metacognition plays a key role in crowd performance. In a geopolitical forecasting context, the most accurate crowd members selected a much broader range of questions than their peers (Merkle et al., 2017), indicating that metacognitive ability is related to forecasting ability. More accurate crowd members also tend to provide more coherent responses across items (Fan et al., 2019), which could result from a general metacognitive process. While not metacognition in the traditional sense of reasoning about one’s own reasoning, respondents’ expectations about the distribution of others’ judgments can be used to identify relative experts within a crowd (Prelec et al., 2013, 2017). Indeed, metacognition and domain skill are correlated (Johanna & van der Heijden, 2000), and so we should expect that participants’ metacognitive abilities relate to the accuracy of the resulting crowds. To measure metacognitive ability, psychometric methods typically require involved questionnaires (Klussmann et al., 2011). Meta-d’ is another method that can differentiate between competency and metacognitive ability using a signal detection framework (Maniscalco & Lau, 2012), but again requires a large number of responses to questions with known ground truth. There is a need for simple methods that can assess metacognitive ability in cases where the ground truth is unavailable. Impossible questions may be able to fill this gap.

Impossible questions are questions for which no correct answer can be given. One form of these questions asks for details about a nonexistent subject, such as the symptoms of Seradot’s disease. To our knowledge, no such disease exists, so all statements about the symptoms of the disease are incorrect. These questions can serve as a metacognitive measure; no participant, no matter how knowledgeable, can do anything other than profess their ignorance without asserting a falsehood. Importantly, they are also questions for which there is no uncertainty on the part of the experimenter that the participant has any knowledge relating to the answer. The experimenter knows that the participant knows nothing about the subject. As a result, any deviation from maximum uncertainty is a metacognitive error on the part of the participant. The decision to answer or skip these questions could, however, be motivated by psychological factors other than a participant’s metacognitive ability. A participant’s propensity for risk-taking may lead them to answer questions even when they do not know the answer (Alnabhan, 2002; Campbell et al., 2004), participants may satsify by skipping questions to reduce the effort required to complete a task (Bogner & Landrock, 2016; Krosnick et al., 1996), or otherwise may overstate their familiarity with topics due to impression management and positivity bias (Bensch et al., 2019; Bishop et al., 1980, 1986). Nonetheless, a participant’s decision to skip impossible questions, in particular, reflects their ability to identify when they lack knowledge and thereby demonstrates metacognitive skill.

A number of previous studies have utilized impossible questions. Bereby-Meyer et al. (2003) termed them unsolvable items and focused on the impact of scoring rules on response strategies. Other studies have focused on overclaiming, where individuals assert familiarity with fictitious terminology in domains such as finance and biology (Atir et al., 2015). Overclaiming can be used to readily identify when people overstate their own knowledge and abilities (Bensch et al., 2019; Dunlop et al., 2020; Pennycook & Rand, 2020). Still, others term them nonsense questions and relate them to risk-taking (Alnabhan, 2002). Note that impossible questions require that the participant be allowed to opt-out of questions in the full experiment. If opting-out were only allowed for the impossible questions while all other questions required responses, then participants would be able to differentiate between the impossible questions and regular questions on that basis alone.
To our knowledge, no study has examined the use of impossible questions (or overclaiming) in a crowd setting. In crowds that opt-in, how do participants’ responses to impossible questions relate to their contribution to the crowd? We conduct an experiment and reanalyze an existing data set by Bereby-Meyer et al. (2003) to examine how impossible questions can measure metacognitive ability and be used to improve crowd accuracy.

Experiment 1

Method

Participants

Thirty-five participants were recruited through Amazon Mechanical Turk (AMT). Using MTurk worker requirements, we restricted the participant pool to individuals living in the United States who had a 98% or higher Human Intelligence Task (HIT) approval rating on at least 1,000 HITs and had not participated in any of our previous studies that used overlapping questions. Each participant was compensated $5 for the 30 min the experiment was expected to take.

An immediate replication with 32 participants was conducted to assess the statistical reliability of the findings. While ordinarily analyses for separate waves of recruitment would be presented separately, this article will rely on Bayes factors (BFs) and credible intervals to determine how the data alter our beliefs in various hypotheses. One reason to avoid combining recruitment waves when using traditional statistical analysis is that the decision to include additional participants would dramatically alter the test statistics and p-values associated with our analyses (Kruschke & Liddell, 2018), which is an issue that Bayesian methods avoid. Additionally, we will not establish any cutoff between “significant” and “nonsignificant” findings that could lead to issues related to optional stopping.

Stimuli and data are available via the Open Science Framework: https://osf.io/8r3t9/?view_only=c5a9694d4900431ab00566e124a10b1d.

Stimuli

Stimuli consisted of 94 general knowledge binary-choice questions with a known ground truth from Bennett et al. (2018). The questions were drawn from 12 general topics: World Facts, World History, Sports, Earth Sciences, Physical Sciences, Life Sciences, Psychology, Space and Universe, Math and Logic, Climate Change, Physical Geography, and Vocabulary. Based on a previous experiment, this set of questions resulted in an average accuracy of 76%. In addition to the general knowledge questions, participants were asked six binary-choice impossible questions interspersed at random with the general knowledge questions. These were questions based on made-up concepts and so had no correct answers. Examples of both types of questions are shown in Table 1. The four impossible questions not included in that table are as follows: “When did the battle of Kavkav take place? (a) Before 1647 (b) After 1647,” “How many sides does a Detseroid have? (a) More than 20 (b) Less than 20,” “What is the population of Synomle? (a) More than 10,000 (b) Less than 10,000,” and “What is the Partlichev method? (a) A way of extracting minerals from soil (b) A way of determining the distance from a star.”

Participants could opt-in or opt-out of each question. They opted-in by selecting either of the answers or skipped the question by selecting “opt-out.” When a participant opted-out of a question, they did not answer it and that question had no impact on their displayed accuracy. For the impossible questions, all answers to the question were incorrect and so the only way to avoid an incorrect response was to opt-out. Whenever a participant opted in to a question, they were also

Table 1

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>General knowledge</td>
<td>Greenhouse effect refers to: (a) gases in the atmosphere that trap heat, or (b) impact to the Earth’s ozone layer?</td>
</tr>
<tr>
<td>Impossible</td>
<td>House flies have an average life span of less than 2 days. (a) True, or (b) False?</td>
</tr>
<tr>
<td>Impossible</td>
<td>What is the most prominent symptom of Seradot’s disease? (a) A fever, or (b) A rash?</td>
</tr>
<tr>
<td>Resistance Configuration Theory is a psychological theory that explains:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(a) How people avoid blame and why they do not recognize when something is their fault or (b) Why certain people do not try new experiences?</td>
</tr>
</tbody>
</table>

Note. Correct answers are italicized. Impossible questions have no correct answers.
required to report how confident they were in their answer, from 50% to 100%.

Design and Procedure

Participants could view the survey description on AMT. If they selected the survey they were first directed to a study information sheet that provided details of the survey and compensation. If they agreed to continue, they were shown an example question with instructions on how to navigate the experiment. After receiving instructions, participants answered or opted out of each of the 100 questions (94 general knowledge questions and 6 impossible). Once completed, participants also gave confidence ratings for each of the 12 categories of questions, although these data will not be used in any analyses. Finally, participants were asked if they had any feedback for us, given the option to receive detailed feedback for all 100 questions, and thanked for their time.

Aggregating and Scoring Crowds

The primary outcome of interest is the relative performance of crowds composed of different individuals; which combinations of individuals result in the most competent crowds? To answer this question, there needs to be a common method of aggregating crowd members and scoring the resultant aggregates. Many such methods exist, and we will consider one common aggregation method scored with two common scoring rules to focus on the impact of including and excluding individuals when creating the crowd.

We will aggregate responses with average confidence (Ariely et al., 2000). Under this aggregation strategy, the probability assigned to a response option is equal to the average of all confidence ratings associated with that response option. Since all questions are binary forced choice, we assume that a participant who endorses the first response option with probability $X$% endorses the second response option with probability $(100 - X)$%.2 Aggregating responses in this way captures the average endorsement of each response option weighted by crowd members’ confidence. Participants who opt-out of a question are ignored when computing this aggregate.

As an example of aggregating with this method, suppose four individuals were asked the binary question “House flies have an average lifespan of less than 2 days, True or False?” One participant opts out, one places 75% confidence in the incorrect answer (“True”), and the others place 65% and 90% confidence in the correct answer (“False”). Under average confidence, we assign a 60% probability to “False” [i.e., $(0.25 + 0.65 + 0.90)/3 = 0.6$].

We will measure crowd performance with two methods: linear loss and Brier score. The linear loss for a single question is the difference between the probability assigned to the correct response option and 100%. The Brier score is computed by taking the square of this linear loss.3 Linear loss provides an easily interpretable metric that matches intuitions associated with accuracy while the Brier score has the advantage of being a proper scoring rule and is frequently used in forecasting contexts (Witkowski et al., 2017). Returning to the hypothetical crowd above that answered a question about fly lifespans, the aggregate assigns 60% probability to the correct answer and therefore receives a linear loss of 0.4 and a Brier score of 0.16 (i.e., $1.0 - 0.6 = 0.4$ and $0.4^2 = 0.16$).

We also aggregated crowds with Majority Rule, but those analyses are reported in Appendix A since the aggregates resulting from Majority Rule do not produce probability estimates. Those probability estimates are required to apply the linear loss and Brier scores.

Bayes Factors

For all analyses, we utilize BFAs to determine the extent to which the observed data adjust our belief in the alternative and null hypotheses. There are numerous advantages of BFAs over conventional methods that rely on $p$-values (Jarosz & Wiley, 2014; Kass & Raftery, 1995; Rouder et al., 2009; Wagenmakers, 2007), including the ability to detect evidence in favor of a null hypothesis and a straightforward interpretation. In order to compute the BFAs, we used the software package JASP (JASP Team, 2020)

---

1 Participants who opted out were also allowed to give a confidence rating but were not required to do so and it is unclear what that confidence corresponds to.

2 In this way, we are assuming that participants satisfy the principle of countable additivity. Note that this assumption is unlikely to be true in practice (see, e.g., Mandel, 2008).

3 We use the formulation of the Brier score that takes values from 0 to 1, which is computed by the formula $BS = (1 - c)^2$ where $BS$ is the Brier score and $c$ is the probability (from 0 to 1) assigned to the correct response option.
and a BF calculator available online (Rouder, 2014; Rouder et al., 2009). In both cases, we maintained the default priors that came with the software when analyzing data.

To interpret these BFs, we denote support for the alternative hypothesis with BF > 1 while BF < 1 indicates support of the null hypothesis. For instance, BF = 5 means the data support the alternative hypothesis by a factor of five. BF = 0.2 corresponds to an equal amount of support for the null hypothesis. In order to improve readability, BFs larger than 100,000 are reported as BF > 100,000.

**Results**

Data from all experiments reported in this article are publicly available on the Open Science Framework: https://osf.io/8r3t9/?view_only=c5a9694d4900431ab00566e124a10b1d.

**Data Overview**

The pattern of answers across participants and questions is shown in Figure 1. The figure shows the heterogeneous pattern of participant responses and the distribution of question difficulties. Participants had an overall accuracy of 73.1% on the 94 general knowledge questions when they opted in. Participants opted in to those questions 93.5% of the time.

**Impossible Questions**

Participants opted out of the impossible questions much more frequently than they opted out of the general knowledge questions (34.8% vs. 6.5%, BF > 100,000 via Bayesian A/B test). We term the number of impossible questions that the participant correctly skipped the Impossible Question Criterion (IQC). Higher IQC indicates a higher level of metacognitive ability. Participants with higher IQC were more accurate on the questions they answered, $r = 0.51$, BF = 2,505, 95% CI [0.31, 0.66], and more likely to opt out of the 94 general knowledge questions, $r = 0.73$, BF > 100,000, 95% CI [0.58, 0.82]. Figure 2 shows these relationships.

**Selecting Participants to Create More Accurate Crowds**

How can impossible questions be leveraged to form more accurate crowds? Since the individuals who correctly opt-out of the impossible questions have higher accuracy, we can use the impossible questions as a filter and only allow those participants who opted-out of a sufficient number of impossible questions into the crowd. Using impossible questions as a filter in this way improves crowd performance relative to an unfiltered crowd when aggregating with average confidence (see Table 2).

We also compute 95% credible intervals to assess how much filtering participants with IQC = 6 improves crowd performance. When scoring with linear loss, the degree of improvement from filtering crowd members in this way is 0.06–0.1 when aggregating with average confidence. When scoring with a Brier score, the 95% credible interval for the improvement ranges from 0.01 to 0.04 when aggregating with average confidence.

There are other methods that could be used to select for high-quality crowd members. Many online behavioral experiments use attention checks to filter out respondents with low-quality responses or seed questions with known answers to select for accurate respondents. While we did not include any questions specifically designed to catch low-attention work, our set of questions covered a wide range of difficulties. The 6 easiest questions had an average accuracy of 93.5%, with only 22 participants answering any incorrectly. Using these 6 easiest questions as a filter, the resulting 45 person crowd also outperforms the
unfiltered crowd, linear loss: 0.31 versus 0.33, \( t(87) = 5.4, BF = 25,882 \); Brier score: 0.12 versus 0.13, \( t(87) = 3.1, BF = 8.9 \).

While the crowd composed of participants with perfect accuracy on the easiest questions outperforms the unfiltered crowd, the impossible questions are a more restrictive filter. We compare the crowd composed of participants with perfect accuracy on the easiest questions to the impossible-question filtered crowd. We find that the impossible questions are a better filter for improving crowd performance on the 88 questions not used in either filter, linear loss: 0.24 versus 0.31, \( t(87) = 6.1, BF > 100,000 \); Brier score: 0.10 versus 0.12, \( t(87) = 3.1, BF = 8.8 \).

The six easiest questions and the six impossible questions are not unusual in their capacity to select for expertise and thereby improve crowd quality. Indeed, most combinations of six questions, when used as a filter, improve the quality of the crowd. We sample 10,000 random combinations of six general knowledge questions and use them to filter out participants as above. We create crowds composed only of those participants who answer all six of the randomly selected questions

**Table 2**

Crowd Performance Depending on the IQC Used to Select Crowd Members and the Scoring Rule Used to Evaluate Aggregates

<table>
<thead>
<tr>
<th>IQC</th>
<th>( N )</th>
<th>Linear loss (BF)</th>
<th>Brier score (BF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>67</td>
<td>0.31</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>0.27 (&gt;100,000)</td>
<td>0.08 (&gt;100,000)</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>0.28 (161)</td>
<td>0.10 (0.32)</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.18 (&gt;100,000)</td>
<td>0.07 (88)</td>
</tr>
</tbody>
</table>

*Note.* Bayes factors (BFs) compare the crowd created with IQC to the crowd that includes all participants (denoted with an IQC of 0). All Bayes factors are computed using Bayesian \( t \)-tests. IQC = Impossible Question Criterion.
correctly. These crowds can be used to determine the extent to which a selection based on impossible questions, in particular, leads to improved crowd performance compared to general knowledge questions (see Figure 3). Filters based on IQC outperform filters based on general knowledge questions 80% of the time when evaluated with linear loss and 73% of the time when evaluated with a Brier score. For a more fine-grained analysis that uses a mixture of general knowledge and impossible questions to filter crowds, see Appendix C.

Since there is a positive correlation between IQC, accuracy, and the number of questions that participants skip, there is a possibility that the benefits of selecting crowd members on the basis of IQC are simply because those participants skipped more questions in general. To assess this, we compare the crowd created by requiring that participants skip all impossible questions (i.e., the crowd with IQC = 6) with the crowd created by requiring that participants skip some number of general knowledge questions. How many questions do we require that participants skip? To eliminate the possibility of bias, we evaluate all possible values for this requirement. We find that regardless of the number of questions we require participants to skip in order to be included in the crowd, the crowd created by selecting participants who skip impossible questions has a lower linear loss and Brier score. The smallest benefit of using IQC occurs when we require that participants skip 18 questions when scoring with linear loss, 0.24 versus 0.18, \( t(93) = 5.0, BF = 7,410 \), and skip three questions when scoring with a Brier score, 0.13 versus 0.08, \( t(93) = 2.5, BF = 2.2 \).

Discussion

We find that crowd members who skip impossible questions exhibit greater accuracy than their peers. Moreover, the crowd composed only of those participants who skipped impossible questions outperforms the crowd with all individuals. This benefit is greater than using a comparable method to identify experts with general knowledge questions; the metacognitive judgment to skip impossible questions may be a better indicator of expertise than domain knowledge exhibited by answering questions for which there is a correct answer. This highlights the potential for using impossible questions in crowd-sourcing contexts in which crowd members opt-in.

Experiment 2: Reanalysis of Bereby-Meyer et al., 2003

Bereby-Meyer et al. (2003) evaluated how scoring rules framed in terms of gains or losses impact test-taking strategies. The test allowed participants to skip (i.e., opt-out of) any number of multiple-choice questions on a test that

Figure 3

Histograms Showing the Degree of Improvement From Using Impossible Questions Instead of General Knowledge Questions to Identify High-Performing Crowd Members

Note. Positive values indicate that crowds composed of participants who correctly withheld answers from all six impossible questions (IQC) outperformed crowds composed of participants who correctly answered six randomly selected questions (General Knowledge). Each plot corresponds to a different method of scoring crowds. The dotted lines at the 0 point correspond to no difference between resulting crowds. See the online article for the color version of this figure.
included 34 “solvable” items and 6 “unsolvable” items with no correct answers (i.e., impossible questions). Consistent with Prospect Theory, they found that framing the scoring rule in terms of gains instead of losses caused participants to be more cautious and answer fewer of both the solvable and unsolvable items.

In this experiment, they recruited 92 participants from Ben-Gurion University in Israel. Each participant answered 34 general knowledge questions covering topics such as geography, history, and art. Each question had four possible answers, only one of which was correct. Each participant was also asked six impossible questions with no correct answer. Accuracy was incentivized by providing extra course credit for the participants who scored in the top 50%. To our knowledge, there was no overlap in the questions asked in this study and the questions asked in the previous experiment.

These data provide the opportunity to immediately replicate our findings from Experiment 1 with a new population and a new set of questions to verify that the main finding replicates across domains. Does the crowd composed of individuals who omitted the unsolvable items once again outperform the crowd that includes all participants?

Aggregating and Scoring Crowds

To the extent that it is possible, we will use the same method of aggregating and scoring crowds as in Experiment 1. However, Bereby-Meyer et al. only collected the accuracy of participants’ responses. Since they did not collect confidence ratings, aggregating via average confidence is not possible. Instead, we will aggregate responses by computing the proportion of participants who endorse the correct response option and assigning that probability to the aggregate. We term this equal weighting, which would be equivalent to aggregating with average confidence if all participants had given 100% confidence in their answer. As in Experiment 1, aggregates will be scored with both linear loss and Brier score.

Results

Average accuracy in their experiment was 58.2%. As in our experiment, participants opted out of the general knowledge questions less frequently than the impossible questions (13.6% vs. 29.4%, BF > 100,000). Only 40 of the 92 participants opted out of any of the impossible questions while 8 participants opted out of all 6. The number of impossible questions that a participant skipped (IQC) was positively correlated with accuracy, $r = 0.33$, BF = 22, 95% CI [0.13, 0.50], and the rate at which they opted-out of the general knowledge questions, $r = 0.86$, BF > 100,000, 95% CI [0.78, 0.90].

As in Experiment 1, we examine the performance of the crowd composed of participants who opted in to different numbers of impossible questions and compare it to the performance of a control crowd which uses all participants (see Table 3). Filtering out respondents that exhibit low metacognitive ability by enforcing a minimum IQC generally results in better crowd performance.

Discussion

We replicate our core findings involving a different set of impossible questions: They identify high performers and as a result are useful for forming accurate crowds. These results indicate that impossible questions are a reliable indicator of expertise across populations and questions.

Table 3

<table>
<thead>
<tr>
<th>IQC</th>
<th>Aggregation method</th>
<th>N</th>
<th>Linear loss (BF)</th>
<th>Brier score (BF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Equal weighting</td>
<td>92</td>
<td>0.43</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>Equal weighting</td>
<td>35</td>
<td>0.38 (283)</td>
<td>0.17 (16)</td>
</tr>
<tr>
<td>4</td>
<td>Equal weighting</td>
<td>28</td>
<td>0.38 (50)</td>
<td>0.17 (4.5)</td>
</tr>
<tr>
<td>6</td>
<td>Equal weighting</td>
<td>8</td>
<td>0.35 (1.3)</td>
<td>0.19 (0.23)</td>
</tr>
</tbody>
</table>

Note. Bayes factors compare the crowd created with IQC to the crowd that includes all participants (denoted with an IQC of 0). All Bayes factors are computed using Bayesian t-tests. IQC = Impossible Question Criterion.
General Discussion and Conclusion

An individual’s propensity to skip impossible questions is easy to assess and readily identifies high performers. We demonstrated that impossible questions can be used to identify experts and form highly accurate crowds in a novel experiment and a reanalysis of data from Bereby-Meyer et al. (2003). Moreover, filters based on impossible questions outperformed most other sets of general knowledge control questions in identifying experts, demonstrating that metacognitive ability can be a better predictor of expertise than historical accuracy.

How should we interpret a participant’s decision to skip impossible questions? We have posited that this is a metacognitive measure, but other psychological factors likely influence this decision. For instance, participants who are more inclined to take more risks go on to answer questions for which they have a lower degree of confidence (Alnabhan, 2002; Campbell et al., 2004). Additionally, participants may skip questions to reduce the total effort expended on the task (Bogner & Landrock, 2016; Krosnick et al., 1996). Note that in the present study participants who skipped questions exhibited higher accuracy and made greater contributions to the crowd, so effort reduction may not be the right framework for understanding skipping behavior in this experimental setup. Nonetheless, future research could identify the relationship between a participant’s propensity to take risks, satisficing by minimizing the effort required to complete the task, and skip questions they do not believe they can answer correctly.

While impossible questions may be a useful measure of ability in situations that rely on participant choice, they are not the only measure of metacognition. In contexts more suitable to their measurement, meta-d’ or other metacognitive measures may be useful indicators of expertise when crowd members opt-in (for an analysis comparing Impossible Questions to meta-d’ in the current experiment, see Appendix B). A more explicit treatment of the interrelationship between these metacognitive measures would require a mixture of forced-choice questions (which are typically used when estimating meta-d’ or measures of overconfidence) and questions that the participants can elect to skip (which are required to assess a participant’s ability to skip impossible questions). This would make it possible to clearly differentiate between the cognitive and metacognitive judgments made by participants.

It is unclear how incentives might interact with participants’ metacognitive decisions to select questions in an experimental context like the present one. The Bereby et al.’s data provide an example of how researchers can encourage accurate responses by evaluating the relative performance of participants against one another (participants received extra credit if they scored in the top 50% of respondents). However, a more typical method of incentivizing participants does not compare the relative performance of participants. Instead, accuracy is incentivized directly, with higher accuracy resulting in greater payouts regardless of the performance of other participants. This might be done by selecting some questions at random that provide a bonus if answered correctly (e.g., Crump et al., 2013). Such methods are difficult to implement when participants are permitted to opt-out of questions. If participants receive no bonus for skipping questions, then skipping will be discouraged altogether. If instead only answered questions are eligible for bonuses, participants will be incentivized to employ the strictest possible criteria for selecting questions and therefore skip many more questions than they might otherwise.

When trying to aggregate many responses to create an accurate crowd as we did in this study, both of these behaviors would likely have deleterious effects on the resulting crowds by either reducing the size of the crowd or discouraging crowd members from skipping questions when they lack relevant knowledge. Future research could address how to leverage incentives in an opt-in setting to improve crowd performance by aligning participants’ incentives with the goals of the crowd.

As a measure of expertise, impossible questions can be especially useful in contexts where expertise is difficult or costly to evaluate. In forecasting contexts, direct measures of participant ability such as Contribution Weighted Scoring (Budescu & Chen, 2015) can only be used after forecasters have an established history and the true outcomes to several questions are known. Because the “truth” of impossible questions is known ahead of time, impossible questions can provide a measure of expertise as soon as a participant joins the platform. Existing methods of estimating expertise in contexts where the ground truth is unknown rely on the similarity
of responses between individuals (e.g., Kurvers et al., 2019). However, these methods require that respondents answer all questions. Our method is similar to that of Palley and Soll (2019) and Palley and Satopää (2021) in that metacognitive measures allow us to arrive at estimates of expertise even when there are few questions or participants answer few questions.

Much of the existing research relying on the efficacy of crowds grants the experimenter complete control over question selection. Our setup is fundamentally different in that participants choose which questions to answer for themselves. As a result, each observed response in the crowd has passed through a metacognitive filter, and so the quality of that filter is of interest. Many real-world crowd-sourcing platforms share this feature of participant choice (e.g., Predictit, The Good Judgment Project, Wikipedia). Metacognition is a valuable but underexplored area of research because it relates to crowd wisdom in real-world applications. Indeed, many existing methods that improve the accuracy of crowds already implicitly rely on metacognition. Confidence-weighted pooling exploits the relationship between the metacognitive judgment of confidence and item-level accuracy (Qyama et al., 2013), the Surprisingly Popular Algorithm exploits the relationship between meta-knowledge of others’ beliefs and accuracy (Prelec et al., 2013, 2017), and the benefit of opting-in is due to participants’ ability to recognize their own knowledge (Bennett et al., 2018). Making this connection explicit highlights the need for further research on role of metacognition in crowd contexts.
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Appendix A

Aggregating With Majority Rule

In this section, we report results of aggregating with majority rule rather than average confidence. The majority rule aggregate is equal to the most common response among crowd members. Since aggregating this way does not produce a probability estimate of each response option, linear loss and Brier score are not valid methods of evaluating the aggregate. Instead, the aggregate is scored on the basis of the proportion of questions for which it provides the correct answer. As an example of aggregating with majority rule, consider a crowd of four participants wherein one participant opts out, one participant answers incorrectly, and two participants answer correctly. In this case, the majority rule would produce the correct answer since most of the participants who answered the question were correct.

We report the results from the major analyses conducted in Experiment 1 using majority rule to aggregate crowds instead of average confidence. The crowd composed of all individuals in Experiment 1 and aggregated with majority rule produces the correct answer 86% of the time. When aggregating only the responses from those participants who skipped all six impossible questions, the majority rule aggregate produces the correct answer 91% of the time. On the basis of a Bayesian A/B test, it is ambiguous if this crowd outperforms the one which includes all participants (86% vs. 91%, BF = 0.73).

We also reproduced the analysis wherein we sampled general knowledge questions to use as seed questions. As before, we sampled six questions at random 10,000 times to use as seed questions, and compared the crowd of participants who answered those six questions correctly with the crowd that is filtered based on IQC. In this analysis, the filters based on IQC outperform those based on general knowledge questions 92% of the time (see Figure A1).

Figure A1

Histogram Showing the Degree of Improvement From Using Impossible Questions Instead of General Knowledge Questions to Identify High-Performing Crowd Members

Note. Crowds are aggregating with majority rule. Positive values indicate that crowds composed of participants who correctly withheld answers from all six impossible questions (IQC) outperformed crowds composed of participants who correctly answered six randomly selected questions (General Knowledge). The dotted line corresponds to no difference between resulting crowds. See the online article for the color version of this figure.

Appendix B

Confidence as a Metacognitive Measure in an Opt-In Context

Confidence ratings can be used to compute measures of metacognitive ability such as meta-d’. However, in an experimental context where participants opt-in, participants may avoid giving any response when they lack confidence. In this way, opting-in would act as a filter that prevents us from observing confidence ratings that would normally be associated with a metacognitive judgment of doubt.

(Appendices continue)
Indeed, in a crowd-sourcing context in which participants could opt-in, there was no benefit to crowd performance when leveraging confidence ratings (Li & Varshney, 2017). This finding would be unsurprising if there were little additional metacognitive signal in confidence ratings after accounting for opt-in behavior. Nonetheless, we compared IQC (an individual’s propensity to skip impossible questions) to this other metacognitive measure. We computed meta-$d'$ and the ratio between meta-$d'$ and $d'$ with publicly available software (Maniscalco, 2020; Maniscalco & Lau, 2012, 2014). To compute meta-$d'$, we converted the scalar ratings solicited in our experiment into categorical ratings. We did this by treating all confidence ratings above the grand median confidence rating (93.7%) as “high confidence” and those below the median as “low confidence.” IQC was positively correlated with the measure of participant expertise, $d'$ ($r = 0.50$, BF = 16.3). However, the relationship between IQC and the metacognitive measures is less clear: The observed correlations between IQC and both meta-$d'$ ($r = 0.24$, BF = 0.72) and $\text{meta-}d'/d'$ ($r = -0.11$, BF = 0.39) may be spurious. These ambiguous findings may be due to the fact that low confidence responses are censored in an opt-in context. Future research may be able to more clearly establish what relationship exists between IQC and other metacognitive measures.

Appendix C

Mixing General Knowledge and Impossible Questions as Seed Questions

We investigated whether varying the proportion of seed questions that came from impossible versus possible questions impacted resulting crowd performance. To do this, we created crowds by randomly selecting a combination of general knowledge and impossible questions. Participants were excluded if they answered any of those general knowledge questions incorrectly or answered one of the selected impossible questions. Crowd performance of these mixed crowds is compared to the crowd created only using impossible questions (see Figure C1). There may be some benefit from using a mixture of general knowledge questions and impossible questions to select crowd members; the average performance of crowds created using three general knowledge questions and three impossible questions has the best average performance across scoring rules.

Figure C1
Histograms Showing the Relative Performance of Crowds Depending on the Method Used to Identify Experts

Note. Each color compares a filter composed of a mixture of general knowledge and impossible questions with the filter composed exclusively of impossible questions (i.e., the crowd corresponding to an IQC of six). Positive values indicate that the crowd created with impossible questions outperformed the crowd created with a mixture of general knowledge and impossible questions (and so negative values indicate that the mixed crowd outperformed the crowd based on IQC alone). Each plot corresponds to a different method of scoring crowds. See the online article for the color version of this figure.