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ABSTRACT
Improving our understanding of how humans perceive AI team-
mates is an important foundation for our general understanding
of human-AI teams. Extending relevant work from cognitive sci-
ence, we propose a framework based on item response theory for
modeling these perceptions. We apply this framework to real-world
experiments, in which each participant works alongside another
person or an AI agent in a question-answering setting, repeatedly
assessing their teammate’s performance. Using this experimental
data, we demonstrate the use of our framework for testing research
questions about people’s perceptions of both AI agents and other
people. We contrast mental models of AI teammates with those of
human teammates as we characterize the dimensionality of these
mental models, their development over time, and the influence
of the participants’ own self-perception. Our results indicate that
people expect AI agents’ performance to be significantly better on
average than the performance of other humans, with less variation
across different types of problems. We conclude with a discussion
of the implications of these findings for human-AI interaction.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and mod-
els.
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1 INTRODUCTION
With the recent rapid growth in interest in applying AI approaches1
to a wide variety of decision and prediction problems, there is an
increasing realization that hybrid human-AI teams will be an im-
portant component of how AI will be deployed in practice [33, 40].
A decision making process that includes humans and AI can, ide-
ally, benefit from the strengths of each [31, 34, 67]. Humans can
act as a safeguard for unpredictable or undesirable behavior in AI
algorithms, and can incorporate the type of contextual information
and common sense reasoning that AI often lacks [17, 19, 20]. Con-
versely, the use of AI in prediction and decision making enables the
processing of more complex patterns and greater volumes of data
than humans alone can accommodate, for example in tedious and
time-consuming work such as fact-checking [39] and in high-stakes
decision making such as diagnostic medical imaging [64].

One important goal for human-AI systems is complementarity—
achieving better performance than either the human(s) or the AI
agent(s) acting independently [8, 22, 30]. A significant body of litera-
ture has developed that aims to understand and achieve complemen-
tarity across a variety of hybrid human-AI settings [11, 53, 62, 71].
One of the lessons learned from this work is that achieving comple-
mentarity is complex in practice; for instance, AI agents that exhibit
high performance (e.g., in terms of prediction accuracy) on their
own can actually harm overall team performance if their behavior
is unpredictable for humans [5, 7]. Thus, understanding humans’
expectations of AI is essential for optimizing team performance,
and recent work in this area has called for a better understanding
of how humans perceive AI [40, 61].

In particular, an important (and somewhat under-studied) topic
in this context is humans’ mental models of their AI teammates.
If a person is deciding whether or not to take the advice of an AI
agent, they are likely to make better decisions if they can accurately
perceive its strengths and weaknesses, that is, if they have devel-
oped an accurate mental model of the agent [6]. For example, an AI
agent could have particular “blindspots” in terms of its expertise,
even when the agent’s overall performance on a particular task
is comparable to or exceeds that of a human [4, 21]. In general, a

1We will use the term “AI" in this paper to refer to the broad spectrum of techniques
that are currently (in 2023) referred to as “AI,” including models built using machine
learning in particular.
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better understanding of humanmental models of AI agents can help
predict phenomena such as humans’ development of appropriate
trust in AI agents, human behavior in deferring to an AI agent, and
how a human-AI team will function overall.

In this paper, we aim to improve our understanding of human
mental models of AI agents by building on prior theoretical and
empirical work in cognitive science that has analyzed how peo-
ple form mental models of other people. To this end, we present
a general framework for modeling human mental models of AI
agents based on item response theory (IRT). In the traditional IRT
approach, given an agent’s performance on problem sets involv-
ing a particular task, the IRT framework is used to estimate both
problem set difficulties and agent abilities. We build on this tradi-
tional IRT methodology to propose a new framework that models
human mental models both of themselves and of others, in terms of
perceived abilities and perceived problem difficulties. This enables
us to make comparative predictions about humans’ perceptions of
AI agents, in the context of their perceptions of themselves and of
other people.

To highlight the use of this framework, we conduct experiments
in the context of question-answering where participants work
alongside either another person or an AI agent (in the form of
a large language model). Participants estimate the performance of
their counterpart throughout the experiment, allowing us to make
inferences about participants’ perceptions (mental models) of the
abilities of their counterparts. In our analysis, we focus on two
sets of research questions that have not yet been explored in the
literature:

(1) Multidimensionality of Mental Models: What is the di-
mensionality of humans’ mental models in the context of
assessing task performance of other agents? In particular, do
humans’ mental models of others capture multiple different
abilities or areas of expertise, or do they estimate a single
notion of ability, a “general intelligence”? We investigate the
specific structure of these perceptions of ability, in particu-
lar, the correlations between different abilities, and how our
findings differ between mental models of other humans and
those of AI agents.

(2) Role of Self-Perception: What role does a person’s self-
perception play as they develop a mental model of another
agent? For example, do people estimate how another agent’s
abilties differ from their own?We consider multiple potential
relationships between (a) humans’ perceptions of their own
abilities and experienced problem difficulties and (b) their
perceptions of other agents’ abilities and problem difficulties.
Again, we explore how these relationships differ between
mental models of other humans and AI agents.

To address these questions we make two main contributions in this
paper. First, we present an extensive experimental dataset involving
humans and AI in a question-answering context. This data directly
captures human perceptions of self- and other-agent performance,
providing insight into questions about humans’ mental models
of other agents. Second, we introduce a theoretical model-based
framework for directly modeling and analyzing humans’ mental

models of AI agents, and we use this modeling framework to gain
insight into our experimental data.2

In Section 2, we review existing work on mental models and
their role in human-AI teams. In Section 3, we describe our experi-
mental setup, and we include empirical findings and data analysis
in Section 4. Section 5 introduces our IRT-based framework, and
in Sections 6 and 7 we present the methodology and results for
our two Research Foci—Section 6 on the dimensionality of mental
models and Section 7 on the influence of self-perception. Finally,
we discuss key takeaways in Section 8 and conclude in Section 9.

2 RELATEDWORK AND BACKGROUND
2.1 Mental Models and Collaboration
In general,mental models are simplified representations of the world
that people use to process new information andmake predictions [9,
59]. Our work focuses in particular on mental models of one’s self,
of other people, and of AI agents, and is informed by foundational
work in cognitive science in the areas of metacognition [24, 43],
theory of mind [3, 27], and theory of machine [45], respectively.

The importance of mental models of other agents has received
considerable emphasis in prior work on collaboration, particularly
for collaboration among teams of humans. Specifically, the goal of
shared mental models (SMMs) [48, 55, 56] necessitates that team
members are aligned in terms of their perceptions of their team,
strategy, and the task at hand. Information about the skills and
knowledge of a teammate, which we refer to as an “other mental
model” or OMM, is an important component of these SMMs, pro-
moting effective collaboration [14, 23, 47, 49, 58]. In the context
of the focus of this paper, namely hybrid human-AI teams, prior
work has found that more accurate perceptions of AI agents tend
to result in better team performance [5, 28] and more satisfying
interactions for humans [37].

2.2 Understanding Mental Models of AI Agents
Given the importance of human perceptions of AI agents in human-
AI collaboration, an emerging body of work aims to understand
these perceptions [18, 68, 70]. Based on experiments in cooperative
game settings, [28] delineated three different components of mental
models of AI: the agent’s knowledge distribution, local behavior, and
global behavior. There is evidence that people develop a mental
model of an AI agent’s knowledge distribution based on their own
knowledge [41], and that this perceived intelligence can be affected
by provided explanations [52]. It has also been shown that humans
develop perceptions of AI agents’ global behavior, but that these
perceptions weaken as error boundaries become more complex and
stochastic [6] and can be biased by first impressions of the agent
[51]. Finally, prior research has shown that people can predict an
AI agent’s local behavior, basing initial estimates on their own
abilities [12], and that counterfactual examples can improve these
predictions [2].

In this paper, we characterizemental models of AI agents in terms
of the perceived ability of the agent and the perceived problem
difficulty for the agent. While we use perceptions of behavior to
estimate these quantities, all three of [28]’s components of mental
2All our code and data, including the original trivia questions, are available at
https://github.com/markellekelly/AI_mental_models.

https://github.com/markellekelly/AI_mental_models
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models are relevant. A human’s perception of the abilities and
problem difficulties for an AI agent could be influenced by how
that human perceives the agent’s knowledge distribution. Perceived
ability and problem difficulty could also be used to predict both
local and global behavior.

2.3 Contributions in the Context of Related
Work

The focus of this paper differs from prior work on mental models of
AI agents in two important ways. First, we introduce a framework
that directly models OMMs, and thus can describe them in terms
of relevant latent variables and test hypotheses about their struc-
ture. In contrast, prior work generally has not investigated OMMs
directly, instead analyzing a proxy such as team performance or
humans’ predictions of AI behavior (e.g., [2, 7]). Second, in our ex-
periments, we collect data on participants’ mental models of other
people. Directly comparing mental models of AI agents to those
of other people provides important context and helps determine
how human-AI collaboration relates to general cognitive science
research on teaming.

More specifically, our work differs from that of [6], who also
experimentally investigated the capacity of humans to understand
AI agents. Their analysis focused on the relationship between the
complexity of the AI agent’s classification error boundary and the
participant’s performance on the task. This earlier work differs
from the work in this paper in that it did not directly capture or
model participants’ OMMs, nor did the approach relate OMMs to
self-perceptions or mental models of other people. Our work also
differs from [51], who investigated experimentally how participants’
mental models of anAI agentwere affected by their first impressions
of the agent. Their results demonstrated that people developedmore
accurate mental models (i.e., had lower error in predicting model
performance) when they had a positive first impression. However,
the mental models themselves were not analyzed in terms of their
structure, and they were not compared to self-perceptions or OMMs
of people.

Finally, there has been recent prior work that has proposed
analytic frameworks for human mental models of other humans.
In particular, [38] developed an IRT framework for understanding
these OMMs, which we build upon in this paper. Further, [69]
introduced an AI agent that learns human OMMs of their human
teammates for the purpose of improving collective intelligence in a
human-human teaming context. This is relevant to the approach
we propose in this paper in that it demonstrates how a framework
such as ours could be deployed in a team scenario. However, these
prior frameworks on modeling OMMs differ from our approach in
that they do not investigate mental models of AI agents.

3 EXPERIMENTS
In our experiments, participants complete a multi-category trivia
question-answering task, estimating their own performance and the
performance of either another human or an AI agent. Experiments
were conducted using Amazon Mechanical Turk.

3.1 Task
Each participant answered 16 sets of 12 trivia questions. We used
a trivia setting because it does not require specialized knowledge
(and thus is doable by Mechanical Turk workers), is discriminative
(it is very unlikely humans or AI will answer all trivia questions cor-
rectly) [13], and can be broken up into distinct categories, allowing
us to directly investigate multiple dimensions of ability.

Using a dataset of trivia questions from The Question Company,
we selected four question topics: History of Art, Video Games, Cities,
and Math. Sample questions for each topic are shown in Figure
1. Using preliminary data, we selected these topics to achieve (1)
variation between participants for each topic, (2) variation among
topics for each participant, and (3) varying correlations between
pairs of topics across participants. In addition, we selected topics
that we expected people would perceive as being different, e.g.,
requiring different types of knowledge.

For each category, we created four problem sets of 12 questions
each, for a total of 16 problem sets. Participants were presented with
questions in four rounds. Each round included one problem set from
each trivia category. For each participant, we randomized the order
of questions within each problem set, the order of categories within
rounds, and the order of problem sets across rounds. Examples of
possible problem set orders are shown in Figure 2.

3.2 Performance Assessment
After each 12-question problem set, participants were asked to
estimate their own performance, to capture self-assessment, and
the performance of another agent, to capture other-assessment.
Participants were randomly assigned to assess either an “AI system”
or another person (see Appendix C for details).

Two-thirds of the participants were randomly selected to receive
feedback regarding their performance estimation: after they pro-
vided their estimates for a given problem set, they were shown
their own actual performance, and the actual performance of the
other agent, on that problem set. The remaining one-third of the
participants did not receive this feedback. This no feedback group
was included to capture prior expectations and to understand the
strategies people use to estimate the performance of another agent
in the absence of feedback.

3.3 “Other” Selection
To obtain the performance data for the other humans, we first
performed a pilot study (𝑛 = 34) using the same 16 12-question
problem sets. Based on overall accuracy, we selected the top five
(“high accuracy”) and bottom five (“low accuracy”) participants in
the pilot study, where each of the top five and bottom five were
then used as “other humans" in the main experiment. Specifically,
participants in the main experiment that were assigned to the other
human condition were shown performance data from one of these
10 participants. The name of this other humanwas randomly chosen
from a set of ten names drawn from a random name generator (e.g.,
“Anna” or “Felix”).

To reduce the possibility of performance as a confounding vari-
able, we then matched AI performance with the other human per-
formance on a topic-wise basis. This was done by running several
variants of UnifiedQA [35] and Zero-shot-CoT [36], which are large

https://www.thequestionco.com/


FAccT ’23, June 12–15, 2023, Chicago, IL, USA Kelly et al.

Damascus is the capital city of which Middle Eastern country?
○ Libya
○ Syria
○ Jordan
○ Saudi Arabia

4(3x+3) – (x+5) = 106
○ x=3
○ x=9
○ x=4
○ x=11

Rossetti, Millais and Holman Hunt were members of which 
artistic group?

○ Surrealists
○ Dada
○ Post-Impressionist
○ Pre-Raphaelite

Which video game and software developer published League of 
Legends?

○ Epic Games
○ Riot Games
○ Sega Games
○ Electronic Arts

HISTORY OF ART

VIDEO GAMES

CITIES

MATH

Figure 1: Sample questions from each trivia category.

Figure 2: Example experiment configurations. Each circle represents a problem set, identified by its ID (number) and topic
category (color). Each round has one problem set from each category and the order of these categories is consistent across
rounds. Both this order and the order of individual problem sets is randomized for each participant.

language models designed to generalize to a range of tasks. We then
chose two models for each topic, one with similar performance to
that of the high accuracy humans, and another to match the per-
formance of the low accuracy humans. (Details on the exact model
settings used, and the final topic-wise accuracies, can be found in
Appendix C.)

We include agents with both high and low accuracy to improve
the generalization of results; mental models could differ depending
on whether the other agent has higher or lower performance than
the participant.

3.4 Setup
203 Amazon Mechanical Turk workers, all located in the U.S., par-
ticipated in the study, which was conducted in January 2023. Partic-
ipants could only complete the experiment once (and were disqual-
ified if they had participated in the earlier pilot study). To ensure
high-quality participation, workers were required to be AMT Mas-
ters and have a 95% approval rating; they were paid $7 plus a bonus
of up to $2. These incentive bonuses were based on the participants’
other-assessment performance. The experimental protocol was ap-
proved by the University of California, Irvine Institutional Review
Board.

Participants were assigned to an agent type (other human or
AI agent) and agent category (high accuracy, low accuracy, or no

feedback). Participants were evenly divided between these six ex-
perimental condition combinations.

4 OVERVIEW AND EMPIRICAL ANALYSIS OF
EXPERIMENTAL DATA

We begin our analysis with an investigation of initial findings from
our experimental data, exploring the participants’ perceptions of
their own (self) performance, compared to their perceptions of the
performance of others (both human and AI).

4.1 No Feedback Condition
We consider first the no feedback experimental condition, exam-
ining participants’ OMMs when no performance information is
available about the other agent. We analyze aggregate results for all
1072 problem set assessments in the no feedback condition. Each
participant provided a score between 0 and 12 estimating their own
performance (self-assessment) and a score estimating the perfor-
mance of another (human or AI) agent (other-assessment), in terms
of how many questions were answered correctly, for each of 16
problem sets. Figure 3 shows a histogram plot of the differences
between self-assessment and other-assessment for both AI agents
and other humans. Positive differences indicate that a participant
provided a higher score for the other agent than for themselves.
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Figure 3: Histograms of differences between other agent (AI or Human) assessments and self assessments in the no feedback
condition.

The results in Figure 3 illustrate a striking difference between
participants’ assessments of AI agents and their assessments of
other humans. The mean difference of the assessed performances
of AI agents (relative to self) was +3.0 points, compared to +0.8
points for other humans (the two means are significantly different,
and both are greater than 0, at a p-value threshold of 𝛼 = 0.01 under
two-sample and one-sample one-tailed t-tests, respectively). These
results indicate that on average, people believe other agents will
perform better than themselves in trivia question answering, and
that AI agents will have much higher performance than other hu-
mans. Our findings are consistent with previous research indicating
that people expect AI to be better at objective tasks, e.g., tasks that
involve retrieving factual information, when compared to humans
[16, 44].

4.2 Feedback Condition
In order to investigate how participants’ OMMs adapt over time,
given feedback about the performance of the other agent, we an-
alyze the experimental data for all 2176 problem set assessments
under the feedback condition. Of interest in this context is how
feedback about the other agent (provided after each self-assessment,
for 16 problem sets per participant) affects people’s perceptions of
the performance of the other human or of the other AI agent.

Figure 4 illustrates how participants update their assessments
over rounds of feedback, starting from problem set 1 (when no feed-
back has been provided yet) up to problem set 16 (when feedback
has been provided about all previous 15 problem sets). Participants
adapt their assessments of other agents (both AI and human, both
high and low accuracy) quickly within the first 4 to 6 problem sets
and then change relatively slowly after that. Even after feedback
from 16 problem sets, for the high accuracy agents, participants still
systematically assess AI agents as being roughly 0.6 points more
accurate than the human agents, even though the two agents were
selected to have approximately the same accuracy (dotted lines).
For the low accuracy agents there is also a consistent bias in favor
of the AI agent, of roughly 0.2 points.

We also note that feedback appears to have relatively little influ-
ence in correcting self-assessed performance (in green). For exam-
ple, for the low accuracy agents, after feedback on 16 problem sets,

even though the human and AI agents are much worse (-3 points)
in terms of actual performance than the average participant (dotted
lines), participants predict similar performance for themselves and
the low accuracy agents.

In summary, the experimental results show that OMMs are
quite different for AI agents and other humans for this question-
answering task. People generally expect, a priori, that AI agents
outperform humans, and it takes considerable evidence to adjust
these expectations.

5 IRT FRAMEWORK
In this section we briefly outline our theoretical modeling frame-
work for mental models, which we then use in Sections 6 and 7
to investigate Research Foci 1 and 2 posed in the Introduction.
Our framework is based on Item Response Theory (IRT) [26, 65]
which is widely used in education [10] and psychology [63] for
modeling observed performance on a task in terms of latent psycho-
logical factors. In particular, we extend the hierarchical model of
knowledge assessment proposed in [38], which focused on people’s
mental models of their own knowledge and the knowledge of other
humans, but did not investigate mental models of AI agents.

In a standard IRT setup, we have 𝑉 problems per problem set
𝑗 , where each problem set 𝑗 has a latent (unobserved) difficulty 𝑑 𝑗 .
For each individual 𝑖 and each problem set 𝑗 , we model the number
of items answered correctly 𝑥𝑖, 𝑗 , ranging between 0 and 𝑉 , as:

𝑥𝑖, 𝑗 = 𝑓 (\𝑖, 𝑗 ) = 𝑓 (𝑎𝑖 − 𝑑 𝑗 )

where 𝑎𝑖 is the latent ability of individual 𝑖 and 𝑓 is a function that
noisily converts the latent \𝑖, 𝑗 for individual 𝑖 and task 𝑗 into an
integer-valued 𝑥𝑖, 𝑗 . The equation above represents how the IRT
model can simulate or generate data in a forward manner. Given
observed data 𝑥𝑖, 𝑗 , for multiple participants 𝑖 and problem sets 𝑗 ,
we can then make inferences in the reverse direction about the
latent abilities 𝑎𝑖 and problem difficulties 𝑑 𝑗 (e.g., using standard
Bayesian sampling techniques such as Markov Chain Monte Carlo
sampling).

As in [38], our IRT framework analyzes perceived performance
in addition to actual performance. In our experiments, we ask par-
ticipants to estimate their own performance on each problem set.



FAccT ’23, June 12–15, 2023, Chicago, IL, USA Kelly et al.

(a) High Accuracy Agents (b) Low Accuracy Agents

Figure 4: Mean perceived performance of other agents and self at each problem set. The results are separated by other agents
with (a) high accuracy and (b) low accuracy. Dashed lines show corresponding values of actual performance for reference (for
self, AI agents, and other humans, averaged across all participants and all problem sets in the given experimental condition).
Results are smoothed across problem-sets to facilitate visual comparison.

We denote this self-perceived data 𝑥𝑠
𝑖, 𝑗
, using an 𝑠 superscript to

signify self-assessment, with 𝑥𝑠
𝑖, 𝑗

= 𝑓 (\𝑠
𝑖, 𝑗
) = 𝑓 (𝑎𝑠

𝑖
− 𝑑𝑠

𝑗
). Partici-

pants are also asked to assess the performance of another human or
an AI agent, capturing their OMM. We refer to this data with an 𝑜
superscript, i.e., 𝑥𝑜

𝑖,𝑗
= 𝑓 (𝑎𝑜

𝑖
−𝑑𝑜

𝑗
). Thus, using the other-assessment

data 𝑥𝑜
𝑖,𝑗
, we can then estimate 𝑎𝑜

𝑖
, the perceived ability of the other

agent, as well as 𝑑𝑜
𝑗
, the perceived difficulty of problem 𝑗 for the

other agent, all from the perspective of participant 𝑖 . Further details
of our modeling framework are provided in Appendix B.

6 RESEARCH FOCUS 1:
MULTIDIMENSIONALITY OF MENTAL
MODELS

We next investigate whether people develop multidimensional
OMMs, and more specifically, if people develop estimates of multi-
ple different abilities of another agent. In the context of our experi-
ments, we explore whether participants assess the strengths and
weaknesses of the other agents across different topics. We are also
interested in the correlational structure of these perceived abilities:
do people expect other agents to have expertise in specific topics, or
do they expect other agents to have more generalized intelligence?
Finally, we investigate how these mental models develop over time
and how these mental models differ between other humans and AI
agents.

6.1 Methods
We address the question of multidimensional models of ability by
comparing one-dimensional and multidimensional IRT models for
other-assessment on our experimental data. Multidimensional item
response theory (MIRT) [1, 54] models ability as a vector with
multiple dimensions. For example, a student’s performance on a

standardized test might be related to their reading, writing, and
mathematical abilities. In our framework, we use a between-items
MIRT setup, which assumes that the probability of success for
a specific item is affected by only one of the ability dimensions
[29, 57].

In particular, we associate each of the four trivia topics (history
of art, video games, cities, and math) (see Section 3.1) with an
ability dimension. Thus, each component of a𝑜

𝑖
corresponds to the

perceived ability of the other agent in a specific trivia category. To
understand the dimensionality of perceived abilities, we can then
compare the one-dimensional and multidimensional models:

One-dimensional
\𝑜𝑖,𝑗 = 𝑎𝑜𝑖 − 𝑑𝑜𝑗

Multidimensional
\𝑜𝑖,𝑗 = 𝑎𝑜𝑖 𝑗 − 𝑑𝑜𝑗

where, in the multidimensional model, 𝑎𝑜
𝑖 𝑗
is the component of the

𝑘-dimensional ability vector a𝑜
𝑖
that corresponds to problem 𝑗 .

Further, the MIRT model estimates a 4 × 4 matrix Σ𝑜 of latent
linear correlations between ability dimensions (see details in Ap-
pendix B). These estimated correlations capture the structure of
perceived abilities, allowing us to quantify how participants expect
these topic-wise abilities to be related.

6.2 Results
6.2.1 Dimensionality of mental models. To determine the dimen-
sionality of participants’ OMMs, we compare the simpler one-
dimensional model with the multidimensional model using three
widely-used statistical model selection techniques: (i) held-out log-
likelihood, (ii) WAIC score, and (iii) LOO score [46, 66]. 3 For each
participant, we hold out the final four problem sets they completed,
3In the main paper, for all model comparisons, we present only the held-out log-
likelihood scores for brevity. See Appendix A for additional details; all three scores
agree in terms of which models were selected in all model comparisons.



Capturing Humans’ Mental Models of AI: An Item Response Theory Approach FAccT ’23, June 12–15, 2023, Chicago, IL, USA

(a) AI agents (b) Other humans (c) True correlations

Figure 5: Latent ability correlations for the four trivia categories in the assessment of AI agents (a) and other humans (b), and
for the true performance of both humans and AI agents (c). The results are based on the feedback condition.

and compute the log-likelihood over those four sets. Average held-
out log-likelihoods across problem sets and participants are shown
in Table 1. For reference, throughout the paper we contrast the
performance of the IRT models with a discrete uniform baseline on
[0, 12].

Table 1: Held-out log-likelihood (higher is better) of the
baseline, one-dimensional, and multidimensional models
for other humans and AI agents, in the feedback condition.

Humans AI
Baseline -2.56 -2.56
One-dimensional -1.81 -1.82
Multidimensional -1.74 -1.72

The held-out log-likelihoods (and WAIC and LOO scores) indi-
cate that the multidimensional model is a better model for both
other-human and AI agent assessment. These results suggest that
people can, and do, develop ideas of another agent’s strengths and
weaknesses; mental models are not limited to a single ability.

6.2.2 Latent correlations of ability dimensions. Given that there
is evidence that perceptions of others’ abilities are multidimen-
sional, we are interested in their specific correlational structure.
For instance, people might expect agents to have specific pockets
of expertise or to exhibit a more general intelligence [32, 60].

To this end, we compare the latent correlations between trivia
topics for other assessment, shown in Figure 5. Here we include
only participants in the feedback condition, capturing differences
in structure even when participants have observed the agent’s
actual performance across these topics. We also include the true
correlations across both humans and AI agents. (Note that these
true correlations are similar between other humans and AI agents;
the correlations split by agent type can be found in Appendix A.)

In summary, we find that the perceived correlations between
abilities are significantly higher when assessing AI agents than
when assessing other people. This means that participants expect
the abilities of AI agents across different trivia categories to be
highly correlated with each other, much more so than the corre-
lations across abilities of another person. Note that this does not

contradict the earlier findings of multidimensionality in OMMs; the
perceived abilities per topic are correlated, but they are still distinct
from each other.

6.2.3 Mental models over time. In Section 4 we saw that other-
assessment (on average) tends to stabilize, without converging to
the other agent’s true performance, over the first 4 to 6 problem
sets, with some continued drift for low accuracy agents. In this
section we explore how other-assessment develops at the per-topic
level, that is, howmultidimensionality develops over time. In Figure
6, other-assessment data for low accuracy agents is plotted across
rounds (where a round consists of 4 problem sets for a participant,
one problem set from each topic). (Similar plots for high accuracy
agents can be found in Appendix A.)

Figure 6 reflects that participants’ estimates of agent perfor-
mance do not converge to the true agent performance at the per-
topic level. Although in Round 4 there are differences, on average,
between performance estimates for different topics (i.e. perceptions
of ability are multidimensional), the estimates do not appear to have
stabilized, and are not spread out enough to match true per-topic
performance, particularly for AI agents. Instead, they appear to be
anchored by the overall average performance (shown in black).

In line with the findings of Section 6.2.2, Figure 6 also reflects
that people expect the abilities of AI agents to be highly correlated.
Initially, participants expect similar performance across history of
art, video games, and cities questions for AI agents (see the cluster of
points in Round 1 in Figure 6a). For other humans, the estimates are
more spread out across topics. After this first round, participants’
estimates of AI agent performance exhibit a similar decrease across
all four categories—even though initial estimates of math and video
games performance were, on average, underestimates. This reflects
high perceived correlations between abilities: people expect AI
agent scores to be closely related across topics, more so than for
other humans (Figure 6b).

7 RESEARCH FOCUS 2: INFLUENCE OF
SELF-PERCEPTION

In this section, we explore the role a person’s self-perception plays
when forming a mental model of another agent. In particular, we
investigate whether the role of self-perception in developing an
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(a) AI agents (b) Other humans

Figure 6: Average other-assessment for low accuracy agents in the feedback condition. In both figures, the solid lines plot the
average other-assessed performance across the four rounds. The average true performances of the other agent are shown as
dotted horizontal lines, with the overall average in black and per-topic averages in their respective colors.

OMM differs between AI agents and other people, as well as how
this changes as more information about the other agent becomes
available. Developing an understanding of the differences between
one’s own capabilities and those of an AI agent is essential for
improving cooperation [61], and explicitly comparing one’s own
performance with the performance of an AI agent can promote
appropriate selective reliance on the algorithm [42].

7.1 Methods
We test the fit of three different hierarchical IRT structures con-
necting the true (“underlying”) performance, self-assessment, and
other-assessment data. We assume that self-assessment is (noisily)
related to true performance. More specifically, we assume that self-
assessed ability is a function of a person’s underlying ability, and
self-perceived difficulty is a function of the underlying problem
difficulty. We then test the relationship between self-assessment
and other-assessment latent parameters, following a three-tier hi-
erarchical structure.

We refer to the three setups as undifferentiated, differentiated by
ability, and fully differentiated. Figure 7 depicts the graphical models
for each of these structures. In the undifferentiated structure, the
participant uses the same mental model to understand their own
performance and the other agent’s performance; the model does
not allow for differentiation between the participant’s own abilities
and difficulties and those of the other agent. In the differentiated by
ability setup, the participant learns a difference 𝛿 between their own
ability and the ability of the other agent, but problem difficulties
remain undifferentiated. Finally, in the fully differentiated structure,
the person does not use their own ability or difficulties to estimate
those of the other agent; the self and other mental models are
independent.

We test the fit of each of these three hierarchical models to de-
termine which matches most closely with the true relationships

between parameters. Because we have evidence that these mental
models are multidimensional (see Section 6), we use a multidi-
mensional structure for the underlying, self-assessed, and other-
assessed abilities; 𝛿 is a 𝑘-dimensional vector capturing topic-wise
ability differences.

7.2 Results
7.2.1 Role of self-perception. For both AI agents and other people,
we train three different MIRT models, one for each hypothesized
hierarchical structure. To capture mental model development over
time, we evaluate models based on next-round predictions, that is,
we compute the log-likelihood for round 𝑡 using a model trained
on data from rounds 1 to 𝑡 − 1. These next-round log-likelihoods,
under the feedback condition, are shown in Table 2.

Table 2: Held-out next-round log-likelihoods (higher is bet-
ter) for self differentiation models in the feedback condition.

Humans AI
Baseline -2.56 -2.56
Undifferentiated -2.69 -3.36
Differentiated by Ability -2.00 -2.18
Fully Differentiated -2.13 -2.13

When feedback on performance is provided, the undifferentiated
model has the worst fit overall, especially for AI agents—in fact,
the undifferentiated model performs worse than random guessing
(the baseline model). Thus, there is strong evidence that people
differentiate between themselves and other agents. For perceptions
of other humans, the differentiated by ability model fits the data
best, suggesting that participants perceive other humans’ abilities
in relation to their own abilities. In contrast, the fully differentiated
model best explains the perceived scores of AI agents; this provides
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(a) Undifferentiated (b) Differentiated by ability (c) Fully differentiated

Figure 7: Assumed structures for the three different hierarchical models tested.

evidence that participants’ mental models of themselves were less
relevant in developing mental models of AI agents (in comparison
to those of other humans).

7.2.2 Ability differential. The differentiated by ability model learns
a parameter 𝛿 , estimating the differential between a person’s self-
assessed ability and their perception of the other agent’s ability.
These estimates, for high-accuracy other agents, are shown in Table
3. Higher values of 𝛿 correspond to higher perceived abilities of the
other agent (relative to self-perceived ability). For reference, for the
cities topic, 𝛿 = 0.79 corresponds to a 16-percentage-point increase
in the latent perceived probability of a correct answer (i.e., the
participant perceives the other agent’s latent probability of success
to be 16 percentage points higher than their own), whereas 𝛿 = 1.72
corresponds to a 27-percentage-point increase in that probability.4

Table 3: Latent per-topic differences between self-assessed
and other-assessed ability for high-accuracy agents.

Humans AI
History of Art 0.83 1.63
Video Games 0.38 1.19
Cities 0.79 1.72
Math 0.75 1.69

The variation of 𝛿s between agent types suggests substantial
differences between perceptions of other humans and AI agents.
Specifically, the values of 𝛿 are larger for AI agents than for other
people, despite the true actual abilities of the AI agents and other
people being very similar (by design) on each topic. This aligns
with the findings from Section 4, in particular, that participants
generally expect AI agents to perform at a significantly higher level
than (other) humans.

7.2.3 Relationship with self-perception. In this section we investi-
gate the overall relationship between self- and other-assessment in
the absence of feedback. Note that these results, without feedback,
are solely focused on each person’s perception of the other agent, as
a function of their self-perception; the true performance of the other
4These interpretations are computed using the median values of self-perceived ability
and difficulty (0.54 and -0.14, respectively).

agent does not play any role since no feedback is provided. Figure
8 compares self- and other-assessment scores in the no feedback
condition.

Figure 8 reflects a positive correlation between self-assessment
and other-assessment when evaluating other humans. In compari-
son, the relationship between self-assessed performance and the
perceived performance of AI agents is less pronounced. When
participants perceive that they have done poorly on a particular
problem set, they accordingly reduce their expectations of other hu-
mans. In contrast, participants predict similar scores for AI agents
across self-assessed scores. Overall, this aligns with our findings
from Sections 7.2.1 and 7.2.2, namely, that participants expect the
performance of AI agents to be more different from their own
performance, compared to the performance of other humans.

We also note that for lower self-assessed scores, participants
expect other agents to score higher than them, while for higher self-
assessed scores, other-assessment falls slightly below self-assessment
(i.e., below the diagonal). This observation aligns with existing work
in cognitive science, which has found that people believe they are
better than others at easier tasks, but worse than others on more
difficult tasks [25, 50]. Our experiments suggest that this finding, in
particular that people believe they are worse than others on more
difficult tasks, may be especially pronounced when the other is an
AI agent.

8 DISCUSSION
First, we outline three key takeaways from our experiments and
discuss how they might affect human-AI collaboration.

1. Over-differentiation of AI from self. We observe that mental
models of an AI agent’s ability are highly differentiated from self-
perceived ability (e.g., Figures 3 and 4 and Table 3). On average,
participants expect AI agents to perform very differently from
themselves, especially in the absence of feedback. This bias could
lead to under- or over-reliance on an AI agent in a team setting;
additional work is needed to better understand and counteract it.

2. “General intelligence” bias. While we observe that people can
pick up on the strengths and weaknesses of AI agents (see also
[6, 51]), in our experiments participants expect a more unified, sin-
gle intelligence from an AI agent than they do another person,
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Figure 8: Relationship between self-assessed score and other-assessed score in the no feedback condition. The dotted black
diagonal line represents equality between self- and other-assessment.

even after observing evidence to the contrary. In particular, the
other agents in our experiments have near-identical inter-topic
performance variations, but participants perceive much higher cor-
relations between topics for AI agents (see Section 6.2.2). This can
look like a failure to recognize how well the AI agent performs in
its strongest areas, and how poorly it performs in its weakest areas
(see Section 6.2.3), potentially resulting in over- or under-use of
an AI decision making aid. Again, further research is needed to
determine the extent of this bias and how it might be counteracted
in human-AI teams.

3. Incomplete development of mental models. In our experiments,
participants’ other-assessments did not fully converge to AI agents’
true performances, even given feedback (see Figure 4). This ex-
tended to the per-topic level; participants did not accurately es-
timate AI agents’ strengths and weaknesses after 16 rounds of
feedback (see Figure 6). This phenomenon could serve as motiva-
tion to give the teammates of an AI agent extra information to aid
in OMM development, e.g. a “primer” or onboarding process [15]
or prediction explanations [2, 52].

Looking ahead, we believe our modeling framework could be
useful for capturing people’s OMMs in the context of hybrid human-
AI teams. In this paper, we investigate how a person perceives
an AI agent, in terms of their different abilities, or strengths and
weaknesses, and the difficulties of specific problems for the agent.
Our findings and framework could help predict when a person is
likely to defer to an AI agent (and thus help predict overall team
performance) and identify biases that could lead to over- or under-
use of the agent.

Limitations. Our experiments and results are limited to a single
task and setting, and involve only Amazon Mechanical Turk work-
ers, who are not necessarily knowledgeable on the task or on AI
in general. In future work, it will be important to investigate these
research questions across other settings, e.g., for image classifica-
tion or other tasks, and with other users, e.g., human experts who
already interact with an AI agent on a regular basis.

9 CONCLUSION
In this paper, we present an experimental dataset capturing partici-
pants’ mental models of themselves, other humans, and AI agents
and introduce a framework for analyzing these mental models. Our
findings indicate that (1) people tend to over-estimate the perfor-
mance of AI agents relative to their own performance; (2) people
expect the different abilities of AI agents to be highly correlated,
even after observing evidence otherwise; and (3) these OMMs fail
to develop completely, particularly in capturing agents’ different
strengths and weaknesses. We anticipate that our modeling frame-
work, and these findings, will be useful in both understanding and
improving interaction in hybrid human-AI teams.
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A ADDITIONAL RESULTS AND FIGURES
A.1 From Section 6
Here we include other metrics (WAIC and LOO scores) for the one-dimensional and multidimensional IRT models. Scores are computed on
the log-score scale, i.e., a higher score is better. Note there are no standard errors for the baseline model, as no parameters are learned.

Table 4: WAIC scores and standard errors of one-dimensional and multidimensional models for other humans and AI agents,
across both feedback conditions.

Humans AI
Baseline -4227.04 -4144.96
One-dimensional -3404.6 ± 28.0 -3348.5 ± 28.7
Multidimensional -3024.9 ± 33.7 -2855.4 ± 40.3

Table 5: LOO scores and standard errors of one-dimensional and multidimensional models for other humans and AI agents,
across both feedback conditions.

Humans AI
Baseline -4227.04 -4144.96
One-dimensional -3405.1 ± 28.0 -3349.1 ± 28.7
Multidimensional -3031.5 ± 33.9 -2859.8 ± 40.4

(a) AI agents (b) Other humans

Figure 9: True ability correlations for per-topic performances, split by agent type. These are the latent correlations between
abilities, computed from the true other agent performance data.

A.2 From Section 7
Here we include additional scores, averaged over each participant, for each of the three hierarchical models.

B IRT MODEL DETAILS AND PRIORS
All models were fit using Stan. The underlying model (B.1) was used to model other-assessment data 𝑥𝑜

𝑖,𝑗
in Section 6 as well as true

performance 𝑥𝑖, 𝑗 in the top level of the hierarchy in Section 7. The second level of the hierarchy was modeled by the self-assessment model
(B.2). The three other-assessment models are detailed in B.3.

https://mc-stan.org/
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(a) AI agents (b) Other humans

Figure 10: Average other-assessment for high accuracy agents (AI agents in (a), other humans in (b)) in the feedback condition. In
both figures, the solid lines plot the average other-assessed performance across all four rounds. The average true performances
of the other agent are shown as dotted horizontal lines, with the overall average in black and per-topic averages in their
respective colors.

Table 6: Held-out next-round log-likelihoods (higher is better) for self differentiation models in the no feedback condition

Humans AI
Baseline -2.56 -2.56
Undifferentiated -2.68 -5.80
Differentiated by Ability -1.89 -1.72
Fully Differentiated -2.07 -1.77

Table 7: Average LOO scores for self differentiation models, across both feedback conditions

Humans AI
Baseline -41.04 -41.04
Undifferentiated -42.58 -67.89
Differentiated by Ability -29.49 -30.29
Fully Differentiated -30.58 -28.82

Table 8: Average WAIC scores for self differentiation models, across both feedback conditions

Humans AI
Baseline -41.04 -41.04
Undifferentiated -42.58 -67.89
Differentiated by Ability -29.38 -30.17
Fully Differentiated -29.94 -28.25

The underlying models were run with 800 warm-up iterations, 1500 samples, and three chains. Each of the self-assessment and other-
assessment models (one for each participant) were run with 600 warm-up iterations, 1000 samples, and 2 chains. These hyperparameters
were chosen based on chain convergence plots.
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To convert latent scores \𝑖, 𝑗 to discrete scores, we used:

𝑝𝑖, 𝑗 =
1

1 + exp(−\𝑖, 𝑗 )
𝑥𝑖, 𝑗 ∼ OrderedProbit(𝑝𝑖, 𝑗 , 𝑣, 𝜎)

where 𝑣 is an array of cutoff points for conversion to discrete scores. We used 13 equally-spaced bins between 0 and 1 (converting into a
score between 0 and 12, the number of questions in each problem set).

B.1 Underlying Model
Multidimensional
𝑥𝑖, 𝑗 = 𝑓 (_ 𝑗 · a𝑖 , 𝑑 𝑗 , 𝜎)
𝜎 ∼ Cauchy(0, 2)
𝑑 𝑗 ∼ N(`𝑑 , 𝜎𝑑 )

`𝑑 ∼ N(0, 2)
𝜎𝑑 ∼ Cauchy(0, 5)

a𝑖 ∼ MVN(0, Σ𝐿)
Σ𝐿 = 𝐿std · 𝐿Ω
𝐿Ω ∼ lkj_corr_cholesky(1)
𝐿std ∼ N(0, 2.5)

One-dimensional
𝑌𝑖, 𝑗 = 𝑓 (𝑎𝑖 , 𝑑 𝑗 , 𝜎)
𝜎 ∼ Cauchy(0, 2)
𝑑 𝑗 ∼ N(`𝑑 , 𝜎𝑑 )

`𝑑 ∼ N(0, 2)
𝜎𝑑 ∼ Cauchy(0, 5)

𝑎𝑖 ∼ N(0, 1)

B.2 Self-Assessment Model
Multidimensional

𝑥𝑠𝑖, 𝑗 = 𝑓 (_ 𝑗 · a𝑠𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
𝜎𝑠 ∼ Cauchy(0, 2)
𝑑𝑠𝑗 ∼ N(𝛾 · 𝑑 𝑗 + Λ, 𝜎𝑑,𝑖 )

𝛾 ∼ N(0, 1)
Λ ∼ N(0, 1)
𝜎𝑑,𝑖 ∼ Cauchy(0, 2)

𝑎𝑠
𝑖,𝑘

∼ N(𝑎𝑖,𝑘 , 𝜎𝑎,𝑖 )
𝜎𝑎,𝑖 ∼ Cauchy(0, 2)

One-dimensional

𝑥𝑠𝑖, 𝑗 = 𝑓 (𝑎𝑠𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
𝜎𝑠 ∼ Cauchy(0, 2)
𝑑𝑠𝑗 ∼ N(𝛾 · 𝑑 𝑗 + Λ, 𝜎𝑑,𝑖 )

𝛾 ∼ N(0, 1)
Λ ∼ N(0, 1)
𝜎𝑑,𝑖 ∼ Cauchy(0, 2)

𝑎𝑠𝑖 ∼ N(𝑎𝑖 , 𝜎𝑎,𝑖 )
𝜎𝑎,𝑖 ∼ Cauchy(0, 2)
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Figure 11: First page of instructions (for all participants).

B.3 Other-Assessment Models
B.3.1 Undifferentiated.

Multidimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (_ 𝑗 · a𝑠𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
Input data: a𝑠𝑖 , 𝑑

𝑠
𝑗 , 𝜎

𝑠

One-dimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (𝑎𝑠𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
Input data: 𝑎𝑠𝑖 , 𝑑

𝑠
𝑗 , 𝜎

𝑠

B.3.2 Differentiated by Ability.

Multidimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (_ 𝑗 · a𝑜𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
𝑎𝑜
𝑖,𝑘

= 𝑎𝑠
𝑖,𝑘

+ 𝛿𝑖,𝑘

𝛿𝑖,𝑘 ∼ N(0, 1)
Input data: a𝑠𝑖 , 𝑑

𝑠
𝑗 , 𝜎

𝑠

One-dimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (𝑎𝑜𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠 )
𝑎𝑜𝑖 = 𝑎𝑠𝑖 + 𝛿𝑖

𝛿𝑖 ∼ N(`𝛿𝑖 , 𝜎𝛿 )
`𝛿𝑖 ∼ N(0, 1)
𝜎𝛿 ∼ Cauchy(0, 2)

Input data: 𝑎𝑠𝑖 , 𝑑
𝑠
𝑗 , 𝜎

𝑠

B.3.3 Fully Differentiated.
Multidimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (_ 𝑗 · a𝑜𝑖 , 𝑑
𝑜
𝑗 , 𝜎

𝑠 )
𝑑𝑜𝑗 ∼ N(`𝑜

𝑑
, 𝜎𝑜

𝑑
)

`𝑜
𝑑
∼ N(0, 2)

𝜎𝑜
𝑑
∼ Cauchy(0, 5)

𝑎𝑜
𝑖,𝑘

∼ N(0, 1)
Input data: 𝜎𝑠

One-dimensional

𝑥𝑜𝑖,𝑗 = 𝑓 (𝑎𝑜𝑖 , 𝑑
𝑜
𝑗 , 𝜎

𝑠 )
𝑑𝑜𝑗 ∼ N(`𝑜

𝑑
, 𝜎𝑜

𝑑
)

`𝑜
𝑑
∼ N(0, 2)

𝜎𝑜
𝑑
∼ Cauchy(0, 5)

𝑎𝑜𝑖 ∼ N(0, 1)
Input data: 𝜎𝑠

C EXPERIMENT SETUP
The instructions provided to participants at the beginning of the experiment are shown in Figures 11 through 14. The second page of
instructions depends on whether the participant was assigned another human or an AI agent to assess.

To match AI agent performance to that of human performance, we first chose the five highest-accuracy and five lowest-accuracy
participants in our pilot study. We then ran six models: three versions of UnifiedQA (base, large, and 3B, see documentation) and three
versions of Zero-shot-CoT (one with GPT3-XL version 1 and method “zero_shot,” two with method “zero_shot_cot” and GPT3-XL versions 1
and 3, respectively; see documentation). Testing this wide variety of models enabled us to match accuracy relatively closely to the humans.
The models used for each topic are shown in Table 9.

https://github.com/allenai/unifiedqa
https://github.com/kojima-takeshi188/zero_shot_cot
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Figure 12: Second page of instructions shown to participants in the “other human” condition.

Figure 13: Second page of instructions shown to participants in the “AI agent” condition.

Figure 14: Third page of instructions (for all participants).
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Figure 15: Example performance estimation questions. In this example, the participant estimates their own performance and
the performance of another person, Sonia (left). They receive feedback about their own, and Sonia’s, actual performance (right).

Table 9: Models used for AI Agent

Topic Human Model UQA (base) UQA (large) UQA (3B) ZS (001) ZSC (001) ZSC (003)
High accuracy Art 75.4 77.1 ✓

Video Games 73.8 72.9 ✓
Cities 71.3 70.8 ✓
Math 90.0 89.6 ✓

Low accuracy Art 30.0 29.2 ✓
Video Games 51.3 52.1 ✓
Cities 33.8 31.3 ✓
Math 60.0 62.5 ✓
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