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Supplementary Methods

Alternative evaluation metrics

We assessed whether our findings on the effect of model dimensionality on predictive performance are sensitive
to the choice of performance metric. In the main results, we reported results for the prediction metric
based on normalized mean absolute deviation scores. In this section, we report on three additional metrics.
Supplementary Figure 1 shows the results for R2 (proportion variance explained) calculated on the basis of
the normalized data (X) and mean normalized RMSD (MNRMSD) assessed on the basis of the untransformed
data (Y). Supplementary Figure 2 shows the results for the area under the curve (AUC) of the logistic
regression model that predicts task features for withheld cognitive tasks. Across these three additional
metrics, out-of-sample predictive performance reaches asymptote around 6-7 latent factors and increasing the
model dimensionality either does not improve performance or has a slight negative impact on performance.
Because these metrics, all of which are commonly used to evaluate predictive performance, lead to slightly
different conclusions about model dimensionality, we select 6 factors for primary discussion but also include
solutions for 5 and 7 factors to allow for comparison.

To assess the mean normalized RMSD (MNRMSD) metric, we first calculate the normalized root-mean-
square-deviation (RMSD) metric for a particular cognitive task i:

RMSDi =

√

∑

j,t∈Ωi

(yijt − ŷijt)2/∣Ωi∣ (1)

where yijt is the withheld performance of user j on task i at time t and ŷijt is the corresponding model
prediction. The variable Ωi denotes the set of withheld data pairs j and t for task i, and ∣Ωi∣ is the number
of withheld observations for task i. To combine the RMSD across tasks, we use the mean normalized RMSD
(MNRMSD) metric:

MNRMSD =
1

N

N

∑

j

RMSDi/Si (2)

where Si is the standard deviation of performance scores (across all practice trials) for task i which normalizes
for the differences in performance variability across tasks and facilitates comparison across tasks.

Supplementary Results

Invariance of the latent factors across stages of practice.

To quantitatively demonstrate that the interpretation of the latent factors Wt does not substantially change
over stages of practice, we trained the model for predicting task features on the basis of the latent factors of
only a single stage of practice. We then evaluated the predictive performance of the model on the basis of the
latent factors of the same or different stage of practice. The results in Supplementary Figure 3 show that
while predictive performance decreases when training and testing on different stages of practice, the overall
predictive performance remains high – a model trained on the last stage of practice performs well when tested
on the last stage of practice (AUC=0.77) and still performs well when tested on factors associated the first
stage of practice (AUC=0.72). This shows that the factors do not significantly change interpretation across
stages of practice.
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Supplementary Figures
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Supplementary Figure 1: The proportion of variance explained (R2) of the normalized performance scores
(left panel) and the mean normalized RMSD (MNRMSD) for the original untransformed data (right panel)
as a function of the number of latent learning factors. The results are broken down by observed and withheld
data. Note that higher R2 and lower MNRMSD is better.
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Supplementary Figure 2: The median AUC performance of the logistic regression model that predicts task
features of held-out cognitive tasks on the basis of the latent learning factors. The horizontal axis varies
the number of dimensions used to run the Bayesian PCA model. Shaded areas represent the interquartile
(25%-75%) range across simulations.

Supplementary Figure 3: The AUC performance of the task-feature prediction model trained on the latent
factors associated with a single stage of practice (colors) and evaluated on the latent factors of another stage
of practice (horizontal axis). Shaded areas represent the 25%-75% confidence intervals across simulations.
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Supplementary Figure 4: The percentage of users who engage in a task at different stages of practice. For the
most popular games (top), all users have trained on the task at least once and extended learning curves are
observed for a substantial proportion of users. For example, almost 80% of users practiced “Lost in Migration”
at least 40 times. The least popular game, “Rotation Matrix” (bottom), was practiced by fewer than 5% of
users.
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